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ICON Plc 

ICON is a global provider of outsourced clinical development and 

commercialisation services to pharmaceutical, biotechnology, 

medical device and government and public health organisations.

From a small team of 5 people in 1990, ICON now employs over 

15,150 people across 97 locations in 38 countries.

ICON’s mission is to help our clients to accelerate the 

development of drugs and devices that save lives and 

improve quality of life.



The ICON Disaster Recovery Journey 2018 - Present

1. Why

2. Where to start

3. Interim Plan

4. Core Technologies Review

5. Long Term Plan

6. Play Book

7. Continuous Improvement



Why

• Effects of a disaster 

• Direct damage, inaccessibility, utility outage(power, water, gas etc. )

• Evacuations, worker absenteeism

• Loss of revenue

• Regulations/ Standards

• ISO 27031

• HIPAA

• PCI DSS

• CRF Part 11 Validation

• Audit

• RFI & tenders

• Benefits

• Improved Business processes

• Improved technologies

• Fewer service disruptions

• Better quality of service

• Competitive advantage

• Increased business wins



Where to start
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Create a Strategy or ‘Plan of Action’ for Disaster Recovery

• Full review of existing documentation/ processes & procedures 

• Full review of Business critical applications

• Clear picture of the Technical capabilities/ commitments

& challenges

• Create Interim Plan

• Implement

• Create Long Term Plan

• Implement

• Continuous Improvement
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Pieces of the Jigsaw 

Technical Recovery
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Information Gathering & analysis

Backup strategies

Process or Business 

Unit Recovery list

Existing DR 

Plans

Documentation
Procedures

BIA

Data Gathering

Analysis/ Reporting

Specific Process 

Recovery Run BooksRecovery

Findings

Cross reference 

dependencies

Specific Business Unit 

Recovery Run Books

Single Data 

Repository

Regular 

testing/ 

review

Document 

Control

Audit Trail

Version 

Control/  

Governance

Testing Recovery 

plans
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IT Recovery Capability versus IT Technologies - Review

To be reviewed for Tier 1/2 applications

Recovery Tiers 
Recovery Time 

Objective 
Recovery Point 

Objective 
Technical Standards to Meet the Recovery 

Objective 

1 4 Hours 1 Hour  Data Replication At Least Every 1 Hour 

 Hot Database Standby Available in 
Alternate Site 

    Application Switch Over is Automated 

2 12 Hours 4 Hours  Data Replication Every 4 Hours 

 Manual Application Switch Over 

3 72 Hours 24 Hours  Data Replication Every 24 Hours 

 Recovery From Tape or Disk 

 Manual Application Switch Over 

 

To confirm if automated or ‘scripts’ are required



Disaster Recovery Interim Plan
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1. Align Disaster Recovery Tiers to technical capabilities

2. Baseline Applications to Tier based on Recovery documentation

3. Update entries (System Tier/ RTO/ RPO) in Service Now

4. Update Standard Operating Procedures in EDMS

5. Create/ edit Recovery Run Books for Tier 1 & 2 applications

6. Perform Disaster Recovery tests for all Tier 1 & 2 applications

7. Test all  IT Core Backup & Recovery processes (Tier 3 applications)

8. Deliver a Signed “Disaster Recovery Test Certificate” for all completed Recovery tests 



Core IT 

Technologies 

Review



Overall IT Disaster Recovery Risk Register

Core Infrastructures

Core User Applications

Core System Applications

Core Business Applications

Natural 

Disaster

Malware/ Patch

Software

Version/ Code 

Change

System Change

Force Majeure

Tier 3 Applications

Hardware

Tier 1&2 Applications

Mydesk/ VPN/ 

WebEx/Jabber

Exchange/ Box/ 

Telephony

Service Now/ 

Netbackup/ 

Encryption/AD Admin

Active 

Directory/ADFS/ 

Symantec

UCS/ Storage/ 

vSphere/vCenter

Lan/Wan/ Firewall/ 

Netscalers

SPOC



Full Analysis/ Capability & Risk Register by Technology 

Recoverability

Lan/Wan/ Firewall/ 

Netscalers

Capability

Capacity

Business Risk

UCS/ Storage/ 

vSphere/vCenter

Active 

Directory/ADFS/ 

Symantec

Service Now/ 

Netbackup/ 

Encryption/AD Admin

Exchange/ Box/ 

Telephony

Mydesk/ VPN/ 

WebEx/Jabber
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IT Disaster Recovery Core IT Systems & Backup/Restore Tests

IT Backup & Restore Tests Recovery Procedure

Data Archival Process IT067-WP002

Storage Backup and Restore IT067-WP005 (v1.0)

Exchange 2016 Backup and Restore IT067-WP014(1.0)

Oracle Database Backup and Restore IT067-WP011 (v1.0)

UNIX Physical Backup and Restore IT067-WP015(1.0)

Windows Physical Backup and Restore IT067-WP016 (v1.0)

VM Backup and Restore IT067-WP017 (v1.0)

SQL Database Backup and Restore IT067-WP018 (v1.0)

Platform Name Recovery Order SOP

CORE DC Infrastructure Backbone Network MPLS 1 IT113-WP039-T01

Firewall 1 IT113-WP039-T02

Netscalers 1 IT113-WP039-T03

LAN (Nexus) 1 IT113-WP039-T06

UCS Environment 2 IT113-WP039-T04

Storage (Netapps) 2 IT113-WP039-T05

Key Secure Servers 2 IT113-WP039-T07

vSphere ESXi 3 IT113-WP039-T08

ADFS 3 IT113-WP039-T09

vCenter 3 IT113-WP039-T10

Active Directory/ Domain Controllers 3 IT113-WP039-T11

DHCP 3 IT113-WP039-T12

Symantec Enterprise Protection 3 IT113-WP039-T15

IS System Applications Oracle Enterprise Cloud 4 IT113-WP039-T13

ServiceNow

Mimecast

ALTIRIS 

HP Device Manager

Symantec Enterprise Encyption  

AD Administration Tool

ICON New User Tool

Symantec Enterprise Vault

Snapshot

Snapmirror

Netbackup

Backup exec

Core User Applications AnyConnect VPN 5 IT113-WP039-T14

Cisco Jabber 6 IT113-WP039-T19

Exchange 6 IT113-WP039-T16-18

Verizon WebEx

Symantec VIP  

Solarwinds  

Mydesk

BOX 

Nortel Telephony

UCC Telephony

UCS/ Storage/Key 
Servers 

vSphere/vCenter

Active 
Directory/ADFS/ 

Symantec Enterprise

Service Now/ 
Netbackup/ 

Encryption/AD Admin

Exchange/VPN/ 
Jabber/ WebEx

Mydesk/Box/ 
Telephony



Disaster Recovery (Long Term Plan)

• Create a Structured approach to IT Disaster Recovery (House of ITDR)

• Create Recovery Strategy & recovery ‘Run Books’ for all Core IT Technologies (Core)

• Implement Application Control Standards for all new or upgraded IT Operations Managed applications (Process)

• IT Position/ Umbrella Statement – Audit/ Acquisition

• DRP testing completion Certificates

• Review SaaS/ Vendor Onboarding requirements

• Schedule annual recovery tests for Tier 1 & 2 Applications and Core IT Technologies

• Support Business Completed BIA’s in Continuity 2 (Business)

• Manage a common Single Cloud based ITDR Document Repository for IT Operations (Box etc.)

• Provide structured Disaster Recovery Training/ Certification for IT Staff

• Create a Playbook or Umbrella procedure to support a Disaster Event



IT Operations Activities (Engagement model)

• Foundation - Review/ create recovery strategy & ‘Run Books’ for all Core IT Technologies

• Pillars - Application Control Standards

• Roof - Support Business Completed BIA’s in Continuity 2
Business 

Alignment

Process 

Alignment

Core 

Alignment
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ICON IT Operations Recovery Tier Table - Final 

Tier

Recovery Time 

Objective

Recovery Point 

Objective

Technical Standards to Meet the Recovery Objective for ICON Managed 

Applications

1  •    Hot Database Server standby in Alternate Site

4 Hours 1 Hour •    Hot Application Server Standby or VM replication in Alternate Site

•    Database Replication (Dataguard/ SQL) at least every 1 hour

•    Application Storage (NFS/CIF) backup & replication at least every 1 hour

•    Manual Application Switch Over, supported by proven Scripts (& cname etc.)

•    Application specific Recovery document in place

•    Low TTL's configured (DNS settings)

•    Preconfigured Network (VIP/Firewall rules etc.)

2  •    Manual Database server provisioning (VM) in Alternate site

24 Hours 4 Hours •    Manual Application Server provisioning (VM) in Alternate site

•    Mount Database server to data volumes in Alternate site

•    Database Backed up and replicated every 4 Hours (Log Shipped & Replicated)

•    Application Storage (NFS/CIF) backup and replicated every 4 hours

•    Manual Application Switch Over, supported by proven Scripts.

•    Application specific Recovery document in place

•    Low TTL's configured (DNS settings)

•    Manual Network reconfiguration (VIP/Firewall rules etc.)

3  •    Manual Database server provisioning (VM) in Alternate site

•    Manual Application Server provisioning in Alternate site

72 Hours 36 Hours •    Mount Database server to data volumes in Alternate site

•    Database Backed up and replicated every 24 Hours

•    Application Storage (NFS/CIF) backup and replicated every 24 hours

•    Manual Application Switch Over, supported by Apps Support Group

•    Manual Application reconfiguration, supported by Apps Support Group

•    Generic Recovery document in place

•    Manual Network reconfiguration (VIP/Firewall rules etc.)



IT Core Technology Overview/Capability/ Risk & Failover test Plan
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1. Align Application to IT Recovery Tier (RTO/RPO)

2. Update entries (System Tier/ RTO/ RPO) in Service Now

3. Create Standard Operating Procedure for all new applications supported by ICON IT (MetricStream)

4. Review/ Update/ Create Standard Operating Procedures for upgraded Applications, supported by ICON IT

5. Manage an Application Recovery “run-book” for all Tier 1 & 2 or Core IT Applications:

A. Review/ update existing “run-books” for Tier 1 & 2 Applications, supported by ICON IT

B. Design & cost system upgrade from a Tier 3 to Tier 1 & 2 level Application 

C. Create “run-books” for upgraded Tier 1 & 2 Applications, supported by ICON IT

D. Plan Disaster Recovery test for all new Tier 1 & 2 Applications as part of the implementation phase

6. Perform an Annual Disaster Recovery test for all:

A. Tier 1 & 2 Applications

B. IT Core platforms (covering Tier 3 Applications)

7. Deliver a Signed “Disaster Recovery Test Certificate” for all completed Recovery tests 

IT Operations Application Control Standards
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ICON Disaster Recovery SOP’s

− IT113-SOP – IT Disaster Recovery Plan

− IT113-WP039 – Core Technology Systems Testing 

− IT067-SOP – Data Backup & Recovery

ICON IT Operations Disaster Recovery Testing Commitments 

Disaster Recovery Testing is prioritized within the annual IT Operations project schedule.

ICON will perform annual Disaster Recovery tests for a suite of Tier 1 and Tier 2 IT systems, managed by ICON IT Operations. 

ICON will perform annual Disaster Recovery tests for all IT Core Technology and Technology Specific systems. 

All completed Disaster Recovery tests will have signed completion Test Certificates.

The IT Disaster Recovery Plan (IT113-SOP) and all associated Procedures are controlled documents and managed through ICON’s Electronic 

Document Management System (Metricstream EDMS).

All ICON Disaster Recovery Testing evidence, project files & Test Certificates are managed and can be found in Box under “ICON IT Disaster 

Recovery”.

IT Disaster Recovery Position Statement – Testing commitments
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Recovery Run Book & schedule DR Test for all Tier 1 & 2 Apps
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Compliance - IT Disaster Recovery Test Certification
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Collaboration– 'to work with another person or group in order to achieve or do something'.

• Virtual teams consisting of multiple disciplines (DBA/ Server/ Storage/ Network, stakeholders, Business testers)

• Cultural nuances

• Shared vision – buy in

• DR Failover test planning, execution & review

• Teamwork – meetings/ workshops

• Communication

• Motivation

• Share success

• Cycle team membership & roles

IT and IT Alignment, including Business Stakeholders
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Continuity 2 – A Cloud based product managing ICON Business 

Resumption plans.

• Business unit owner completed Business Impact Analysis forms

• IT completed ‘System Impact Analysis’ for Business highlighted Critical applications

• Application re-aligned to IT Recovery Tier (RTO/RPO)

• Review/ upgrade Application hardware/ software capabilities in-line with new requirements

• Develop an Application Recovery “run-book” for all newly defined Tier 1 & 2 applications

• Perform an Annual Disaster Recovery test for all Tier 1 & 2 applications

• Deliver a Signed “Disaster Recovery Test Certificate” for all completed annual Recovery tests 

Business and IT Alignment

Service 
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Overall IT Disaster Recovery Architecture Strategy for Business

Business/IT completed SIA

(Tier 1 & 2)

Recovery Tier  alignment

Associated Recovery Documents

• IT Core Backup & Restore

• Specific Run Books

• Tier 1 & 2  Annual testing & review

Business completed BIA

Critical Process alignment

Inventory

• CI’s

• Applications 

• Owners

• Business Units

Inventory

• Staff

• Contact details

• Service Lines

Business & IT alignment

IT Technical Business



Single Cloud based ITDR Document Repository for IT Operations
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IT Operations – Disaster Recovery Achievements 2019

IT Strategic Transformation Initiatives 2019

Focus Activity Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Notes

Implement ICON Application Control Standards Structured Application Portfolio management

Common single cloud based Document repository BOX Folders

IT Disaster Recovery Position Summary Business alignment

Review Vendor Onboarding process Vendor MSA Uptime Commitment / Acceptance

Review ICON Disaster Recovery Tier & Capabilities Confirm IT Operations Technical capabilities/abilities

Annual SaaS Services review Vendor Service uptime Risk/ Acceptance

Create Risk & Test templates for all IT Core technologies Manage IT Operations Core system capabilities

Support Protect Initiative  Deliver against IT actions for a Disaster Scenario

Annual ICON Tier 1 & 2 Disaster Recovery testing Perform complete Application failover tests

Align IT Ops/ Technology, Process & Business House of Disaster Recovery model, Ops alignment

Align Application support expectations with Business Engage Business units i.e. Labs/ Firecrest/ Marketing

Invest in technology to better support business needs Align IT with Business/ Revenue growth (2019-2020)

Standards

Operational

Support

Strategy

Platform Name Recovery Order SOP

CORE DC Infrastructure Backbone Network MPLS 1 IT113-WP039-T01

Firewall 1 IT113-WP039-T02

Netscalers 1 IT113-WP039-T03

LAN (Nexus) 1 IT113-WP039-T06

UCS Environment 2 IT113-WP039-T04

Storage (Netapps) 2 IT113-WP039-T05

Key Secure Servers 2 IT113-WP039-T07

vSphere ESXi 3 IT113-WP039-T08

ADFS 3 IT113-WP039-T09

vCenter 3 IT113-WP039-T10

Active Directory/ Domain Controllers 3

DHCP 3

UCS/ Storage/Key 
Servers 

vSphere/vCenter

Active 
Directory/ADFS/ 

Symantec VIP



Disaster Recovery Testing Achievements
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IT Operations – Disaster Recovery Achievements/ Activities 2020

Operational
Compliance

Standards Initiatives
Strategy

Existing App test Queue

New App test Queue

IT Core testing

IT Backup & Restore

DRP Development

MSB

Test Certs

SaaS Provider

EDMS M7

Audit

IT DRP

IT Position Statement

IT Backup & Recovery

IT Core tests

CMDB

ITDR Tier

DR Servers

ITDR

App Alignment

C2 BIA

Service Now

Playbook

RFI Support

ITDR Tech Roadmap

Digital Tx Alignment

Opex Savings

Project Foundry

Conference Speaking



Disaster Recovery Strategic Alignment
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IT Disaster 

Recovery 

Playbook



IT Operations Play Book (People)

• Specific Plan for DR invocation

• Complete Contact List for all key IT Staff

• Complete Contact List for all key Suppliers

• Automated Contact List on mobile phones

• Specific Communications Bridge for DR invocation

• Technology ‘champions’ per platform

• Establishing Priority Activities list in a DR situation

• Recovery Sequence and Activities Management in a DR situation

• Annual Plan review



The four main elements of the Playbook are outlined below: 

IT Operations Play Book elements



What is the Playbook

Activation – The Disaster Recovery Committee is responsible for launching the activation phase. As a member of this team, 

I am responsible for managing, coordinating, facilitating and interfacing with the IT Champions and Crisis Management team 

for the following:

Notification – by ‘Signal Text’, email – (external O365) and WebEx meetings. This will invoke the IT Crisis Management 

Team 

Damage assessment - It could take IT Champions some time to assess the exact effects of the disaster. This damage 

evaluation should be executed as quickly as conditions permit, with personnel safety given highest priority. Only when the 

damage is assessed and the affected systems are identified can a recovery process begin.

Execution - The activities of this phase focus on bringing up the disaster recovery system(s). Depending on the recovery 

strategies defined in the plan, these functions could include temporary manual processing, recovery and operation on an 

alternate system, or relocation and recovery at an alternate site. Recovery procedures for specific systems & applications, 

which have been fully documented, will be referenced and can be obtained from an offsite repository with external user 

access for IT Champions ‘Box’

Reconstitution - In this phase, operations are transferred back to the original systems once they are free from the disaster 

after effects, and execution-phase activities are subsequently shut down. If the original system or facility is unrecoverable, 

this phase also involves rebuilding and may take days, weeks, months to restore.

Communication is also a key component and role for me, throughout all phases by providing regular updates, from the 

initial + 0 hour to regular updates every 4 hours, to a final communication each day.



Tactical Recovery Phase - Time Dependencies

Are there any time dependencies, these may include:

• Finance Process such as Payroll, Month End

• Regulatory Reporting

• Other time dependant activities important to your business

Labs Samples

0 T E

Incident Closed

T

SAE reporting

T

Payroll
15th Monthly

T

Month End
28th Monthly



Continuous 

Improvement



Continuous improvement

• Continuous improvement is an ongoing activity that occurs at all points in 
the DR planning lifecycle, and can be implemented through effective 
programme management.

• Periodic Reviews

• Recovery Plan improvements

• Automation opportunities

• Separate Data Center Tenant configurations

• Technology advancements

• DRaaS in the Cloud (Azure/ AWS etc.)

• Other
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