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ICON'’s mission is to help our clients to accelerate the
development of drugs and devices that save lives and
|mprove qua“ty Of ||fe ICON is a global provider of outsourced clinical development and

commercialisation services to pharmaceutical, biotechnology,
medical device and government and public health organisations.

From a small team of 5 people in 1990, ICON now employs over
15,150 people across 97 locations in 38 countries.
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The ICON Disaster Recovery Journey 2018 - Present

1. Why

Where to start

Interim Plan

Core Technologies Review
Long Term Plan

Play Book

e - R A

Continuous Improvement



Why

. Effects of a disaster
. Direct damage, inaccessibility, utility outage(power, water, gas etc. )
. Evacuations, worker absenteeism
. Loss of revenue

. Regulations/ Standards

. ISO 27031

. HIPAA

. PCI DSS

. CRF Part 11 Validation
. Audit

. RFI & tenders

. Benefits
. Improved Business processes
. Improved technologies
. Fewer service disruptions
. Better quality of service
. Competitive advantage
. Increased business wins
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Create a Strategy or ‘Plan of Action’ for Disaster Recovery

*  Full review of existing documentation/ processes & procedures

*  Full review of Business critical applications —

* Clear picture of the Technical capabilities/ commitments
& challenges

. Create Interim Plan

* Implement

* Create Long Term Plan

* Implement

«  Continuous Improvement
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Information Gathering & analysis
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IT Recovery Capability versus IT Technologies - Review

Recovery Tiers Recovery Time Recovery Point Technical Standards to Meet the Recovery
y Objective Objective Objective

1 4 Hours 1 Hour * Data Replication At Least Every 1 Hour

¢ Hot Database Standby Available in
Alternate Site

* Application Switch Over is Automated

2 12 Hours 4 Hours 3)& Data Replication Every 4 Hours
¢ Manual Application Switch Over

3 72 Hours 24 Hours e Data Replication Every 24 Hours
e Recovery From Tape or Disk
e Manual Application Switch Over

g
& To be reviewed for Tier 1/2 applications %\ﬁé}

Last point where data Disaster System is

* To confirm if automated or ‘scripts’ are required isin usable format strikes recovered

' o How far back? i How long to recover? = '

Recovery point Recovery time




Disaster Recovery Interim Plan

1. Align Disaster Recovery Tiers to technical capabilities
2. Baseline Applications to Tier based on Recovery documentation
3. Update entries (System Tier/ RTO/ RPO) in Service Now

4. Update Standard Operating Procedures in EDMS

5. Create/ edit Recovery Run Books for Tier 1 & 2 applications
6. Perform Disaster Recovery tests for all Tier 1 & 2 applications
7. Testall IT Core Backup & Recovery processes (Tier 3 applications)

8. Deliver a Signed “Disaster Recovery Test Certificate” for all completed Recovery tests
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Overall IT Disaster Recovery Risk Register

Hardware

Natural
Disaster



Full Analysis/ Capability & Risk Register by Technology
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IT Disaster Recovery Core IT Systems & Backup/Restore Tests

IT Core System Tests

Core Test Circuits

Core Test Firewall

Core Test Netscaler

Core Test UCS

Core Test Storage

Core Test Lan{Nexus)

Core Test Keysecure

Core Test vSphere ESXI
Core Test ADFS

Core TestvCenter

Core Test Active Directory
Core Test DHCP

Core Test Oracle Enterprise Cloud
Core Test Anyconnect VPN

Core Test Symantec Enterprise Protection
Core Test Exchange 2016 (AMDC)
Core Test Exchange 2016 (EUDC)
Core Test Exchange 2016 (APDC)
Core Test Cisco Jabber

Recovery Procedure

1T113-WP039-T01
1T113-WP039-T02
1T113-WP039-T03
1T113-WP039-T04
1T113-WP039-TO5
1T113-WP039-T06
1T113-WP039-T07
1T113-WP039-T08
1T113-WP039-T09
1T113-WP039-T10
1T113-WP039-T11
1T113-WP039-T12
IT113-WP039-T13
1T113-WP039-T14
1T113-WP039-T15
1T113-WP039-T16
1T113-WP039-T17
1T113-WP039-T18
1T113-WP039-T19

|Platform |Nume Recovery Order [SOP
CORE DC Infrastructure Backbone Network MPLS 1 1T113-WP039-T01
Firewall 1 1T113-WP039-T02
Netscalers 1 1T113-WP039-T03
LAN (Nexus) 1 1T113-WP039-T06
UCS Environment 2 1T113-WP039-T04
D Storage (Netapps) 2 1T113-WP039-T05
Key Secure Servers 2 1T113-WP039-T07
vSphere ESXi 3 1T113-WP039-T08
ADFS 3 1T113-WP039-T09
vCenter 3 1T113-WP039-T10
Active Directory/ Domain Controllers 3 1T113-WP039-T11
DHCP 3 1T113-WP039-T12
Enterprise Protection 3 1T113-WP039-T15
IS System Applications Oracle Enterprise Cloud 4 1T113-WP039-T13
ServiceNow
Mimecast
ALTIRIS
HP Device Manager
Symantec Enterprise Encyption
AD Administration Tool
ICON New User Tool
Symantec Enterprise Vault
Snapshot
Snapmirror
Netbackup
Backup exec
Core User Applications AnyConnect VPN 5 1T113-WP039-T14
Cisco Jabber 6 1T113-WP039-T19

I

Verizon WebEx
Symantec VIP
Solarwinds
Mydesk

BOX

Nortel Telephony

UCC Telephony

IT Backup & Restore Tests

Data Archival Process

Storage Backup and Restore

Exchange 2016 Backup and Restore
Oracle Database Backup and Restore
UNIX Physical Backup and Restore
Windows Physical Backup and Restore
VM Backup and Restore

SQL Database Backup and Restore

Recovery Procedure

ITO67-WP002
ITO67-WP0O5 (v1.0)
IT067-WP014(1.0)

IT067-WPO11 (v1.0)
IT067-WP015(1.0)

IT067-WPO16 (v1.0)
IT067-WPO17 (v1.0)
IT067-WPO18 (v1.0)
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Disaster Recovery (Long Term Plan)

«  Create a Structured approach to IT Disaster Recovery (House of ITDR)

« Create Recovery Strategy & recovery ‘Run Books’ for all Core IT Technologies (Core)

« Implement Application Control Standards for all new or upgraded IT Operations Managed applications (Process)
« IT Position/ Umbrella Statement — Audit/ Acquisition
+ DRP testing completion Certificates
* Review SaaS/ Vendor Onboarding requirements
* Schedule annual recovery tests for Tier 1 & 2 Applications and Core IT Technologies
+  Support Business Completed BIA’'s in Continuity 2 (Business)

*+ Manage a common Single Cloud based ITDR Document Repository for IT Operations (Box etc.)

*  Provide structured Disaster Recovery Training/ Certification for IT Staff

* Create a Playbook or Umbrella procedure to support a Disaster Event



IT Operations Activities (Engagement model)

Foundation - Review/ create recovery strategy & ‘Run Books’for all Core IT Technologies

The “House” of IT Disaster Recovery in IC

The ‘foundation’ supports technical capabilities of the Se .,.-.-__;hi;__-_,-:_.-;_;.- =A==t o' Jefine the core
disciplines and the ‘roof’ protects the integrity of IT a iﬁlﬁ
e ". . ) ~

Alignment

Pillars - Application CortiS— oo —

p -

Technical

Certificates

Test Completion

Business
. Completed BIA's




The “House” of IT Disaster Recovery in ICON
The ‘foundation’ supports technical capabilities of the Service Provider (IT), the ‘pillars’ define the core
disciplines and the ‘roof’ protects the integrity of IT and Business Unit alignment.

(a -

Test Completion
Certificates

Technical

Strategic-

Business
Completed BIA's

>




ICON IT Operations Recovery Tier Table - Final

Recovery Time Recovery Point Technical Standards to Meet the Recovery Objective for ICON Managed
Objective Objective Applications
1 — —— |e HotDatabase Server standby in Alternate Site
4 Hours 1 Hour e Hot Application Server Standby or VM replication in Alternate Site

¢ Database Replication (Dataguard/ SQL) at least every 1 hour

e Application Storage (NFS/CIF) backup & replication at least every 1 hour

e Manual Application Switch Over, supported by proven Scripts (& cname etc.)
¢ Application specific Recovery document in place

e Low TTL's configured (DNS settings)

e Preconfigured Network (VIP/Firewall rules etc.)

2 e Manual Database server provisioning (VM) in Alternate site

24 Hours 4 Hours e Manual Application Server provisioning (VM) in Alternate site

¢ Mount Database server to data volumes in Alternate site

¢ Database Backed up and replicated every 4 Hours (Log Shipped & Replicated)

e Application Storage (NFS/CIF) backup and replicated every 4 hours
e Manual Application Switch Over, supported by proven Scripts.

e Application specific Recovery document in place

e Low TTL's configured (DNS settings)

e Manual Network reconfiguration (VIP/Firewall rules etc.)

3 e Manual Database server provisioning (VM) in Alternate site

e Manual Application Server provisioning in Alternate site

72 Hours 36 Hours e Mount Database server to data volumes in Alternate site

e Database Backed up and replicated every 24 Hours

e Application Storage (NFS/CIF) backup and replicated every 24 hours

e Manual Application Switch Over, supported by Apps Support Group

e Manual Application reconfiguration, supported by Apps Support Group
e Generic Recovery document in place

e Manual Network reconfiguration (VIP/Firewall rules etc.)
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IT Core Technology Overview/Capability/ Risk & Failover test Plan

Core Technologies Core Overview & Disaster Recovery Test b Core Technologies Core Overview & Disaster Recovery Test
Template Template

Signature Order Name/Role Signature/Date 9 CAPACITY
Tester 1 Describe sizing capability of each node efc.
2 E&Gter2 I: icable] 10 RISK
ev!ewer - - Describe any potential risk etc.
4 Reviewer 2 (if applicable)
IT Operations DR Process 11 TEST PLAN
Cwner Use grid below to decument test plan steps and resulis. (Add more rows below as required)
Estabiish signature order above in My Signature Book
Tep? Tester Namez Frocedure Expecizd Resufs Ftual
1 EXECUTIVE SUMMARY . Rete
Provide commentary on what is being reviewed, why and how. Also, add testing start and end dates. resuls
cocuras.
2 INTRODUCTION expected?
This report summarizes the design, capahilly, capacity, nisks, actions and oufcomes following the Oes
“woes” Core technology disaster recovery o
If no.
3 SCOPE explain:
‘Communicate scope of testing and identify what is not in scope for the test. F T etual
resulis
4 TOPOLOGY ooTur as
Include Topology diagrams of environment. Eﬁf?
5 PURPOSE Mo
To outline the procedures for performing disaster recovery operations in the event of system failure or If no.
disaster on systems built by ICON Clinical Research, Interactive Technologies. explain:

6 CRITICALITY

The specific recovery fier (Figure 1 below) to which the application is assigned determines the order in
which Business Application and other support systems are{ restored.

Recovery Point Objective = 1 hour.
Recovery Time Objective = 4 hours.

This indicates that this recovery process is TIER 1

Figure 1: Resovery Time Okjectves

7 CAPABILITY
Describe the environment/ redundancy efc.

& RECOVERABILITY
Describe the Failover process

12 SCREENSHCITS FOR EXECUTED TEST PLAN

Insert screenshots for each executed step ( make sure screenshot is labeled for test step its
associated with)

#  Use full screen capture when taking screenshot evidence to show system datedime test
execution.
Make sure that screenshots are legible (can be read easily)
Use “Red Circle” to indicate the area in screenshot, which is evidence that the step was
executed properly. (Opfional step to highlight specific information within the screenshot)

Failover

13 TEST RESULT SUMMARY
The Test Results Summary should include the following:

Was the recovery RTO/ RPO commitment met?

Did the test go as exp ar y?
Were there any issues?

Are there any follow up plans?




IT Operations Application Control Standards

1. Align Application to IT Recovery Tier (RTO/RPO)

2. Update entries (System Tier/ RTO/ RPO) in Service Now

3. Create Standard Operating Procedure for all new applications supported by ICON IT (MetricStream)

4. Review/ Update/ Create Standard Operating Procedures for upgraded Applications, supported by ICON IT

5. Manage an Application Recovery “run-book” for all Tier 1 & 2 or Core IT Applications:

A. Review/ update existing “run-books” for Tier 1 & 2 Applications, supported by ICON IT
B. Design & cost system upgrade from a Tier 3 to Tier 1 & 2 level Application
C. Create “run-books” for upgraded Tier 1 & 2 Applications, supported by ICON IT

D. Plan Disaster Recovery test for all new Tier 1 & 2 Applications as part of the implementation phase

6. Perform an Annual Disaster Recovery test for all:

A. Tier 1 & 2 Applications

B. IT Core platforms (covering Tier 3 Applications)

7. Deliver a Signed “Disaster Recovery Test Certificate” for all completed Recovery tests
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IT Disaster Recovery Position Statement — Testing commitments

ICON Disaster Recovery SOP’s

- IT113-SOP — IT Disaster Recovery Plan
- IT113-WP039 — Core Technology Systems Testing
- ITO67-SOP — Data Backup & Recovery

ICON IT Operations Disaster Recovery Testing Commitments

Disaster Recovery Testing is prioritized within the annual IT Operations project schedule.

ICON will perform annual Disaster Recovery tests for a suite of Tier 1 and Tier 2 IT systems, managed by ICON IT Operations.
ICON will perform annual Disaster Recovery tests for all IT Core Technology and Technology Specific systems.

All completed Disaster Recovery tests will have signed completion Test Certificates.

The IT Disaster Recovery Plan (IT113-SOP) and all associated Procedures are controlled documents and managed through ICON’s Electronic
Document Management System (Metricstream EDMS).

All ICON Disaster Recovery Testing evidence, project files & Test Certificates are managed and can be found in Box under “ICON IT Disaster

Recovery”.
20



Recovery Run Book & schedule DR Test for all Tier 1 & 2 Apps

Application Disaster Recovery Test Template

Signature Order Name/Role
Tester 1

Signature/Date

Tester 2 (if applicable)

Reviewer 1

Reviewer 2 (if applicable)

||t ro| =

IT Operations DR Process
Owmer

Establish signature order above in My Signature Book

1 EXECUTIVE SUMMARY
Provide commentary on what is being tested, why and how. Also, add testing start and end dates.

2 INTRODUCTION

This report summarizes the objectives, actions and outcomes following the “system name” disaster
recovery test. Major objective to be included is that they system can be recovered within the system
RPO/RTO. Include system version number and system location.

3 SCOPE

The scope of the “system name” disaster recovery exercise is to test the ability of the “system name”
and to verify that the system is able to successfully recover “system name” within its defined
RPO/RTO category and that the system is able to perform the functions desired for business use.

4 TEST PLAN
Use grid below to document test plan steps and results. (Add more rows below as required)

Step# | Tester Name Procedure Expected | Actual Results
Results

1 Did actual
results occur as

If no, explain:

2 Did actual
results occur as

If no, explain:

5 POST RESTORATION APPLICATION TEST PLAN
The following test scripts will be used for pest restoration testing:
Add tesf scripts to be used for DR test.

Application Disaster Recovery Test Template

6 SCREENSHOTS FOR EXECUTED TEST PLAN
+  Insert screenshots for each executed step ( make sure screenshot is labeled for test step its
associated with)
= Use full screen capture when taking screenshot evidence to show system dateftime test
execution
= Make sure that screenshots are legible (can be read easily)
= Use “Red Circle” to indicate the area in screenshet, which is evidence that the step was
executed properly. (Optional step to highlight specific i ion within the: ot
Failover
Step | Screenshot
#
1
2
Failback
Step | Screenshot
#
1
2

7 TEST RESULT SUMMARY

The Test Results Summary should include the following

Communicate testing results

Communicate if application RPO and RTO measures were achieved.
Did the test go as expected or successful?

Were there any issues?

Any follow up plans?

21



Compliance - IT Disaster Recovery Test Certification

Mame

@ ICOPhone Flex Test Certificate 2020

@ Instrurnent Manager & Unity Test Certificate 2020
@ Flexadvantage Test Certificate 2020

@ ICONplc.com Test Certificate 2020

@ IT Core Storage Test Certificate 2020

@ IT Core KeySecure Test Certificate 2020

@ IT Core Firewall Test Certificate 2020

@ IT Core Metscaler Test Certificate 2020

@ IT Core ADFS Test Certificate 2020

@ IT Core ActiveDirectory Test Certificate 2020
@ IT Core UCS Test Certificate 2020

@ IT Core AnyConnect VPN Test Certificate 2020

@ IT Core Oracle Enterprise Manager Test Certificat...

@ IT Core Symantec Test Certificate 2020
@ IT Core ESXI Test Certificate 2020

@ IT Core Circuits Test Certificate 2020
@ IT Core DHCP Test Certificate 2020

@ ICOPhone Test Certificate 2020

@ IT Core Exchange DAG Database Test Certificate ...

Date modified

18/06/2020 10:23
18/06/2020 10:24
18/06/2020 10:25
22/06/2020 13:59
22/06/2020 14:01
22/06/2020 14:04
22/06/2020 14:21
22/06/2020 14:24
22/06/2020 14:35
22/06/2020 14:42
22/06/2020 14:44
22/06/2020 14:47
22/06/2020 14:57
22/06/2020 14:57
22/06/2020 15:00
23/06/2020 13:37
23/06/2020 13:38
06/07,/2020 09:00

06/07/2020 09:11

IT OPERATIONS DISASTER RECOVERY TEST CERTIFICATE
pivision: ICOM Clinical Research
Test Type: Disaster Recovery
Test Cycle: (2020)
Test Name: (Instrument Manager & Unity Disaster Recovery)
Test Start Date: 14-April-2020
Test End Date: 15-April-2020
Pracedure Reference: (IT113-WP043 - Instrument Manager & Unity Disaster Recovery)

PURPOSE
The purpose of the disaster recovery test is to confirm the procedure and activities, when followed can
be used to perform an Instrument Manager & Unity failover and Restore in the event of application
failure o disaster

SCOPE
DR test i3 pErfRrmed on platforms that are part of the Instrument Manager & Unity applications at ICON
Clinical research

TEST RESULT SUMMARY

Did the test go a5 expectad or successul? Ves
Were RTO/RPO standards satisfied? Yes
Any follow up plans{ agiifies? No
Date Final Report Issued.
27 April 2020
Signature Order Name/Role Signature/Date
1 Michelle Pallard - Project

Manager IT Operations

2 Wendy Can —Validation
Manager IT IS

3 William Doyle —Snr Manager IT
Operations

Establish signature order obove in My Signature Book

Page1of1
‘This report is a confidential internal document and is not available for routine review by regulatory
authorities. Do not distribute or make copies of this report.
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IT and IT Alignment, including Business Stakeholders

Collaboration— 'to work with another person or group in order to achieve or do something'.

+ Virtual teams consisting of multiple disciplines (DBA/ Server/ Storage/ Network, stakeholders, Business testers)
* Cultural nuances
« Shared vision — buy in

.
J
* DR Failover test planning, execution & review o I,[\
//"\

» Teamwork — meetings/ workshops

e« Communication

e Motivation

e Share success

* Cycle team membership & roles
23



Business and IT Alignment

Continuity 2 — A Cloud based product managing ICON Business
Resumption plans.

» Business unit owner completed Business Impact Analysis forms

Service
Provider
e

Business
Units

* |T completed ‘System Impact Analysis’ for Business highlighted Critical applications

» Application re-aligned to IT Recovery Tier (RTO/RPO) < e >

* Review/ upgrade Application hardware/ software capabilities in-line with new requirements

» Develop an Application Recovery “run-book” for all newly defined Tier 1 & 2 applications
» Perform an Annual Disaster Recovery test for all Tier 1 & 2 applications

» Deliver a Signed “Disaster Recovery Test Certificate” for all completed annual Recovery tests

24



Overall IT Disaster Recovery Architecture Strategy for Business

IT Technical Business

Inventory Inventory
Cl's o Staff
Applications Contact details
Owners Service Lines

Business Units

Business/IT completed SIA Business completed BIA

(Tier1 & 2)

Critical Process alignment ; Recovery Tier alignment

“Disaster Recovery planning is not about the technology,
it is about the Business™

Associated Recovery Documents
IT Core Backup & Restore
Specific Run Books
Tier 1 & 2 Annual testing & review

Business & IT alignment




Single Cloud based ITDR Document Repository for IT Operations

& All files

© Recents

W Bin

®A Notifications

=/ Notes

W Favourites

Search files and folders

All Files » 1% ICON Disaster Recovery

Name

Bl

01. IT Management Team

[55] 02 Tier & Clasification

l-;__] 03. Top level DR Processes

l-;._] 04. IT Core DR Recovery Procedures

l-;__] 04A. IT Core DR Failover & Recovery Test Templates
[5] 05.Tier 1 & 2 Application Recovery Run Books

[S5) 06. Project Plans & Presentations

35 07. Templates

l-;__] 08. 2017 Disaster Recovery Testing Records

l-;__] 09. 2018 Disaster Recovery Testing Records

E’

10. 2019 Disaster Recovery Testing Records

Updated

Today by William Dayle

Today by William Doyle

Today by William Dayle

Today by William Doyle

Today by William Dayle

Yesterday by William Doyle

Mar &, 2019 by William Doyle

Dec 18, 2018 by William Doyle

Yesterday by William Doyle

Yesterday by William Doyle

Today by William Dayle

Size

4 Files

@ Files

8 Files

10 Files

7 Files

8 Files

18 Files

11 Files

16 Files

113 Files

71Files
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IT Operations — Disaster Recovery Achievements 2019

IT Strategic Transformation | ¥ n Control Standards

Implement ICON Application Control Standards ------------ Structured Application Portfolio management 3 Cre

IT Disaster Recovery Position Summary ---- Business alignment 5 Manage an Appiicatio
Review Vendor Onboarding process ------------ Vendor MSA Uptime Commitment / Acceptance .

Operational Review ICON Disaster Recovery Tier & Capabilities Confirm IT Operations Technical capabilities/abilities

Annual SaaS Senices review -------- Vendor Senice uptime Risk/ Acceptance 3

Create Risk & Test templates for all IT Core technologies - Manage IT Operations Core system capabilities

1. Align Appication 1o IT Recavery Tiee (RTO/RPO)

{System Tier! RTQ! RPC

e by KON IT (MetrizSiream)

tard Oparating Proced

vy ICON 1T

rd Oparating Procadures f Applics

T Apglications:

Suceess to date:

Costibcale” for sl completed Recon

Support Support Protect Initiative Deliver against IT actions for a Disaster Scenario 7

[ |
Annual ICON Tier 1 & 2 Disaster Recowery testing ----------- Perform complete Application failover tests
Align IT Ops/ Technology, Process & Business ------------ House of Disaster Recovery model, Ops alignment [ Oparations Diwasies Fovcovesy Posiion Sammary 1 m

Strategy Align Application support expectations with Business ----- Engage Business units i.e. Labs/ Firecrest/ Marketing

ICON IT Disaster Recovery Overview

Invest in technology to better support business needs - Align IT with Business/ Revenue growth (2019-2020)
ICON IT has Disaster Recovery Plans in place fa recover all core lechnologies and crical
Recovery Teme  Recowery Pont Techaica Platform [Name Recovery Order [SOP business appi o contnue e e resourc -
ol ] T PROTECT Project Team T e powfor S B e e v Yo s e Aot o oo o
1 [+ Databsse Repiicat piestucture e/Networ BUSINESS INEMTUPNEN NCIOENt The PIANS INCIKE OELIS O 31 COMPONENS KStEd in
< Houes  Hour - apsiication Sorage Restican Firewall 1 IT113-WP039-T02 Tecawenng e sgeciic Iechnciogy of apalicalion The DUsines inempon may be 3 diect
+ ot Database Standby In Altern Netscalers 1 [T113-WP039-T03 tesail of a natural dsasier, e, ferorist aifack, workplace viokence, severe weather, and
+ ot Server Standy or W replication in Anesmate St o Nsations. The pians provile gudeines 10 ensure Ihal needed personnel
e LAN (Newus) 1 mn e s
G citic UCS Environment 2 1T113-WP039-T04 o a business disfupbon, the proper steps wil be cartied out 1o permit the imefy resioraton
| I | Roobiadon Saraas bodup v o ees(isanes) a (BT
[+ Recovery from Disk v Servers 2 1T113-WP039-T07 The Global IT Operations Team Fciilales annual lesiing of e Disaster Recovery Fans by
¢ Manuai Dazabase provisioning in Aternace site lusphere EsXi 3 IT113-WP039-T08 performing scheduie fests fhroughots B year and winin an agreed imeline The fests are
+ Manuai Server srovisianing in Atemate site esigned 10 miTic an actual actvalion of e SECE Plan, Measure actVIles against ne
. |ADF IT113-WP039-T09
¢ Manual Aoplication Swich Over,supported by Scripts g & committen RPO & RTO'S. record sccess or allures. iniate follow up Bctvites were
- _poiication specifc Recovery document i place lvcenter 3 [T113-WP039-T10 o e et e
~ 1 " 0ut acted tuewery 38 Hours |Active Directory/ Domain Controllers 3 the order and accuracy of recovery actvities, abiity of the team members in demonstrale an
72vours 36 ours + ppiication Storage backup every 24 hours i 3 g ol the oversh Drocess, have a of il mbes 800
: T esgonsilles of e feam parlcipants, o indepenidenty determine he appeoprae nexl
+ Manuai Aopilcation swich Over, supperted by Scrts escalale lssues e and o team members,
5 proviBng guidance and drecton as necessary.

ICON Disaster Recovery SOP's

ITDR 2019 ~ITH13S09 - T Csaster Racovery Pian

+ITO67-SCP - Data Backup & Recovery

Technical Strategic 17

ertificates

[of
Business
Completed BIA's

3
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£
5

S
%
3
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Disaster Recovery Testing Achievements

10

@

e

Business Application Failover Testing

DRP Test 2018

DRP Test 2019
DRP Test 2020

IT Core Platform Testing

DRP Test 2018 i

DRP Tast 2019

DRP Test 2020

® Firecrest Patient Portal DR Test

W IMIMIRA

545 Grid

m Unity 3
w Instrument Manager

W ICON ple.com

DRP Test 2018
DRP Test 2015
WIRIS DR Test

DAP Test 2020
™ OCRDC DR Test

AptivAdvantage
® FlexAdvantage

®ICOPhone Flex

®ICOPhone

IT Core system Backup & Recovery

® Core Test Cisco Jabber
W Core Test Lan{Nexus)
m Core Test wCenter
Core Test Oracle Enterprise Cloud

DRP Test 2018 !
W Core Test UCS.

Core Test DHCP
= Core Test Active Directory 1
= Core Test ADFS N
' Core Test Keysecure
DRP Test 2019
mC

& Test Fire

sl DAP Test 2020
= Core Test Circuits

W Core Test Exchange 2016 (AMDC)

W Core Test Exchange 2016 (APDC)

m Core Test Exchange 2016 (ELCC)

B Core Test Symantec Enterprise Protection

Core Test

Anyeonnect VPN
= Core Testwsphere ESXI
= Core Test Storage

= Core Test Netscales

Business Application Database Testing

Mint Medical Database Backup & Restore
= 1M MIRA DB Failover test

= ICOTRIAL DR Te:

ke BER L

1)

m Whitesiions Annual Data Backup & Restore
test

 Exchange 2016 Backup and

M Backup and Restore

s Physical Backup and Restare
= UNIK Physical Backup and Restore

Oracle Datatase

nd Restore

Database Backup and Restors
 Storage Backup and Restore

= Exchange 2010 Backup and Restors
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IT Operations — Disaster Recovery Achievements/ Activities 2020

Ogerétional

Existing App test Queue
New App test Queue

IT Core testing

IT Backup & Restore
DRP Development

Compliance

MSB

Test Certs
SaaS Provider
EDMS M7
Audit

Standards

IT DRP

IT Position Statement
IT Backup & Recovery
IT Core tests

CMDB

ITDR Tier

DR Servers

@

Strétegy

ITDR

App Alignment
C2BIA
Service Now
Playbook

RFI Support

Initiatives

ITDR Tech Roadmap
Digital Tx Alignment
Opex Savings
Project Foundry
Conference Speaking



Disaster Recovery Strategic Alignment

IT Disaster Recovery Operational Flow Chart




IT Disaster
Recovery
Playbook




IT Operations Play Book (People)

. Specific Plan for DR invocation

. Complete Contact List for all key IT Staff

. Complete Contact List for all key Suppliers

. Automated Contact List on mobile phones

. Specific Communications Bridge for DR invocation

. Technology ‘champions’ per platform

. Establishing Priority Activities list in a DR situation

. Recovery Sequence and Activities Management in a DR situation

. Annual Plan review




IT Operations Play Book elements

The four main elements of the Playbook are outlined below:

PROTECT Project: Key Elements

The key elements of the PROTECT Project are:

Adequate representation from IT to

owne rs h 1 p take action in the event of a major

cyber-security event.

A communication plan to ensure management & staff are kept in
informed of developments at key time points using easily
accessible tools.

Communications

Online awareness campaign for all staff on what actions to take in the event of a major
cyber-security event through the PROTECT Portal.

New policies and procedures outlining how ICON will react in the event of a major cyber-
security event.

Preparedness




What is the Playbook

Activation — The Disaster Recovery Committee is responsible for launching the activation phase. As a member of this team,
| am responsible for managing, coordinating, facilitating and interfacing with the IT Champions and Crisis Management team
for the following:

Notification — by ‘Signal Text’, email — (external O365) and WebEx meetings. This will invoke the IT Crisis Management
Team

Damage assessment - It could take IT Champions some time to assess the exact effects of the disaster. This damage
evaluation should be executed as quickly as conditions permit, with personnel safety given highest priority. Only when the
damage is assessed and the affected systems are identified can a recovery process begin.

Execution - The activities of this phase focus on bringing up the disaster recovery system(s). Depending on the recovery
strategies defined in the plan, these functions could include temporary manual processing, recovery and operation on an
alternate system, or relocation and recovery at an alternate site. Recovery procedures for specific systems & applications,
which have been fully documented, will be referenced and can be obtained from an offsite repository with external user
access for IT Champions ‘Box’

Reconstitution - In this phase, operations are transferred back to the original systems once they are free from the disaster
after effects, and execution-phase activities are subsequently shut down. If the original system or facility is unrecoverable,
this phase also involves rebuilding and may take days, weeks, months to restore.

Communication is also a key component and role for me, throughout all phases by providing regular updates, from the
initial + O hour to regular updates every 4 hours, to a final communication each day.



Tactical Recovery Phase - Time Dependencies

Are there any time dependencies, these may include:

* Finance Process such as Payroll, Month End

* Regulatory Reporting

e Other time dependant activities important to your business

SAE reporting Labs Samples Payroll Month End
15t Monthly 28t Monthly Incident Closed




Continuous
Improvement



Continuous improvement

e Continuous improvement is an ongoing activity that occurs at all points in
the DR planning lifecycle, and can be implemented through effective
programme management.

* Periodic Reviews

* Recovery Plan improvements

* Automation opportunities

e Separate Data Center Tenant configurations
 Technology advancements

* DRaaS in the Cloud (Azure/ AWS etc.)

e Other

THE
CONTINUOUS
IMPROVEMENT
CYCLE
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A Symbol of Excellence
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Head of IT Disaster Recovery

g

e
‘- %" iconplc.com
[
6 in . f o
Email:

William.doyle@iconplc.com

© 2016 ICON. All rights reserved. Internal use only.


https://www.facebook.com/icon.plc.profile
https://twitter.com/iconplc
https://www.linkedin.com/company/icon-plc-2
https://www.youtube.com/user/ICONPlc
https://plus.google.com/+Iconplc1/posts

